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In this work, we present a software tool that allows for efficient time-varying
forward uncertainty quantification (FUQ) and variance-based global sensitivity
analysis (GSA) of (large-scale) hydrological models. It can easily be extended
with other environmental and computational models. The main use case of our
tool is to have a unified codebase for performing UQ and SA on models that
produce time-series as an output, while offering scalability and portability from
development systems to large compute systems, such as compute clusters or
cloud environments.

From an algorithmic perspective, our main focus is on constructing a surro-
gate model in a parameter space of five dimensions or higher, using the general
polynomial chaos expansion (gPCE) and pseudo-spectra approach [8] to emulate
the output of complex models. We also rely on sparse grid (SG) strategies to
minimize the number of necessary model runs. To preserve the black-box prop-
erty of the combination technique and to focus on regions of interest adaptively,
we utilize a recently proposed spatially adaptive SG combination technique with
a dimension-wise refinement algorithm [5]. Finally, we use the gPCE coefficients
to produce the Sobol sensitivity indices [7], which provide insights into how
changes in model input parameters affect variations in model predictions.

We implemented our tool using Python and relied on the Chaospy numerical
toolbox [1] to offer a wide range of methods for UQ and SA, as well as the
SparseSpACE toolbox [6] for spatially adaptive SG. To enable efficient work
with time-series data, we used the Pandas library and the Dash library to create
the front end of our toolbox. Due to the model’s runtime, parallel execution
and post-processing of UQ analyses are critical in our solution. Our tool builds
on the existing Uncertainty Quantification Execution Framework (UQEF) [3],
which offers dynamic scheduling features to automatically distribute the work,
resulting in optimal utilization of available computing resources.

Using the HBV hydrological model, which is commonly found in scientific lit-
erature [2], and the highly parameterized and CPU-demanding LARSIM model
[4], we demonstrate that our results can provide insight into the stochastic im-
portance of parameters and generate a reliable uncertainty band for flow predic-
tions in a reasonable time. Our work bridges the gap between earlier theoretical
work on UQ and more complex real-world problems, offering a valuable tool for
decision-makers.
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