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With current technological developments and algorithms performing tasks
typically reserved for human agents, studies have shown that some people are
reluctant when it comes to using and working with artificial agents (Jussupow
et al., 2020). This recently identified phenomenon has become known as algo-
rithm aversion (Dietvorst et al., 2018; Castelo et al., 2019; Berger et al., 2021;
Chugunova and Sele, 2022). Research, however, is not unified on this issue and
some studies have found the exact opposite effect. Algorithm appreciation oc-
curs when humans are appreciative of artificial agents and their advice and may
even prefer them to human advice (Jussupow et al., 2020; Chugunova and Sele,
2022; Logg et al., 2019). Furthermore, a phenomenon known as automation
bias has been observed where users frequently over-rely on automation, failing
to notice errors or discrepancies as well as failing to realize to intervene when
they should (Chugunova and Sele, 2022). Many factors influencing which of the
three types of behavior will emerge in a given situation have been identified.
They include transparency, control, social influence, trust, and others. What
is still missing from the literature is a unifying foundational model capable of
explaining these behaviors on a structural level. This is crucial if we want to
have a good understanding of the impact that the implementation of artificial
agents will have on our organizations as well as leverage points that can help
steer our systems in a desired direction.

One way to address this need is by using systems thinking. Systems think-
ing can be described as a perspective, a language, and a set of tools, through
which it is possible to make sense of the complexity of the world by looking at
it in terms of wholes and relationships, rather than splitting it down into its
parts (Kim, 1999; Ramage and Shipp, 2009). It has been applied to a wide
range of fields and disciplines due to its ability to solve complex problems,
explain non-linear behaviors, understand socio-economic problems, and under-
stand seemingly illogical behaviors of individuals, countries, and organizations
(Monat and Gannon, 2015). It focuses on eliciting the system structure as a



way of increasing our understanding of the observed behavior. Only when we
understand the structure and the relationship between structure and behavior
can we begin to understand how systems work, what makes them produce poor
results, and how to shift them into better behavior patterns (Meadows, 2008).

The first step in eliciting system structure and attempting to understand
system behavior is drawing causal loop diagrams (CLD’s). CLD’s are one of
the most important tools of systems thinking which enable us to capture how
variables in a system are interrelated. They take the form of one or more
closed loops that depict cause-and-effect linkages. These loops indicate the pres-
ence of reinforcing and/or balancing processes, which determine the behavior
of dynamic systems. Once completed, we will deploy another valuable systems
thinking tool, called systems archetypes. In systems thinking, archetypes are
common problem-causing structures that are repeated in many situations, envi-
ronments, and organizations (Monat and Gannon, 2015). Currently, there are
10 common archetypes and identifying them in dynamic systems is the first step
towards changing destructive structures and behaviors (for a detailed overview
of systems archetypes see Kim and Anderson, 1998). Our goal is to identify
the common structural causes behind automation bias, algorithm aversion, and
algorithm appreciation, in order to produce a unifying theoretical foundation
for these significantly different observations, as well as identify the underlying
systems archetype(s) in order to better understand the sources of problematic
behaviors and the important leverage points to mitigate them. Finally, we will
develop a quantitative simulation model capable of reproducing problematic be-
haviors in order to conduct a series of simulation experiments with the goal of
identifying the main drivers of the successful implementation of artificial agents
in organizations.
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