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Data driven deep learning models have always been identified with extensive
success rate in the field of computer vision. However, an important bottleneck
is the generation of labelled trainings data in order to create accurate instance
segmentation models for the segregation of the desired signal from its back-
ground. Various tools are available to ease the data annotation process, yet
it still requires significant manual intervention. Domain randomisation [1] is a
novel strategy to generate synthetic trainings data that can sufficiently substi-
tute the necessity for conventional data annotation. In this context, Al-models
are trained on data generated using physics informed domain randomisation
and used to segment instances of soot filaments and spray droplets and liga-
ments from experimental images acquired via shadowgraphy and stereoscopic
particle image velocimetry. Automated image segmentation process identifies
and spatially segregates instantaneous soot filaments or spray characteristics
like droplet size and distribution. In addition, segmenting temporally resolved
experimental images further enables the delineation of soot evolution, flow field
and spray mixture formation, etc. Recently, these temporally resolved measure-
ments have been proven highly insightful. [2, 3] in understanding the involved
material interactions and their evolution properties. The advanced fundamental
understanding aids, for example, the development of alternate jet fuels and fuel
flexible combustion systems. Models generated using the above strategy are sub-
sequently combined with conventional data analysis tools which supplements the
latter with contextual detections, modularity and performance enhancements.

Figure 1: Inference on a real Mie scattering image using Al-model trained on
synthetic data. The model can generate contextual detections from randomly
generated training data.
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